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ABSTRACT
In order to improve the effect of enterprise credit risk assess-
ment, this paper combines the improved fuzzy neural net-
work to construct the enterprise credit risk assessment 
model. The various jamming patterns that can threaten the 
credit data transmission system include various blocking 
jamming and tracking jamming. Moreover, this paper ana-
lyzes the bit error performance of the credit data transmis-
sion system against various interferences, and obtains the bit 
error curves against various interferences through program 
simulation. In addition, this paper builds a variable-speed 
credit data transmission system based on Simulink, analyzes 
the key technologies in variable-speed credit data transmis-
sion, and simulates the anti-interference performance of 
variable-speed credit data transmission technology. The 
simulation study verifies that the enterprise credit risk 
assessment model proposed in this paper has good risk 
assessment effect and risk response strategy effect.
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Introduction

Credit risk returns have obvious asymmetry. For unsecured loans, under 
normal circumstances, banks can obtain normal interest income. However, 
once the credit risk occurs, the losses suffered by the bank will be much larger 
than the interest income. Obviously, the likelihood of credit risk can be 
reduced if it is thoroughly reviewed (Krabec, Čižinská, and Rýdlová 2021). 
This asymmetry of gains and losses determines that the probability of credit 
risk is skewed to the left, and there will be thick tails on the left. It is because of 
this basic characteristic of credit risk that we cannot assume that it obeys the 
normal distribution, which brings great difficulties to the measurement of 
credit risk (Johnson, Lopez, and Sorensen 2021).

From the point of view of a single loan, since the credit risk is affected by the 
borrower’s operating ability, moral level, repayment willingness and financial 
status, its uncertainty is relatively large, and it has strong non-systematic 
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characteristics; on the other hand, the macroeconomic All businesses will be 
affected by the same conditions, industry development trends, national poli-
cies, natural disasters, etc. These factors can lead to changes in the credit status 
of loan companies, so credit risk has certain systemic characteristics 
(Pechlivanidis, Ginoglou, and Barmpoutis 2021).

Since the term of most loans is relatively long, several uncertain factors will 
impact the loan’s repayment schedule and amount throughout its duration. 
Therefore, it is difficult to analyze the credit risk of commercial banks quanti-
tatively; secondly, the impact of the financial crisis is even more challenging. 
The debtor is in control of modifying the unfavorable aspects of loan repay-
ment. The lender can’t observe changes in credit risk due to information 
asymmetry directly (Wang et al. 2021).

Under normal circumstances, in order to obtain loans from commercial 
banks, borrowers are likely to provide false or incomplete information to 
commercial banks, so it is difficult for commercial banks as creditors to fully 
understand the true status of borrowers. After the commercial bank grants 
credit, for the borrower, driven by the maximization of its own interests, if the 
benefits brought by default are far greater than the risks to be undertaken, the 
possibility of moral hazard will increase and the borrower chooses to default. 
Banks not only cannot get the interest income of the credit, what is even worse 
is that the original credit funds cannot be repaid (Gietzmann and Wang 2020).

The credit paradox refers to the contradiction between commercial banks’ 
academic requirements for credit decentralization and the actual phenomenon 
of credit concentration. Because only through long-term business relation-
ships can a customer’s credit status be fully understood, banks prefer to 
centralize loans. For the small number of old customers, this has the advantage 
that the bank understands the customer’s credit management situation, mak-
ing it simple to grasp these situations. This approach, however, contradicts the 
decentralization principle of risk management. Once a default occurs, the loss 
will be enormous if the credit risk is too concentrated (Starko 2018).

The remainder of this paper is organized as follows: Section 2 provides the 
research approach’s connected work. Section 3 presents the basic theory of 
enterprise financial credit data transmission. Section 4 includes the enterprise 
credit risk assessment model. Finally, part 5 brings the study to a conclusion.

Literature Review

Literature (Bauman and Shaw 2018) proposes a Credit Metrics model to 
measure credit risk, which is a credit risk management model based on the 
VaR method, which estimates the credit risk VaR of individual securities and 
investment portfolios on a mark-to-market basis, fully considering Credit 
rating ups and downs and default events also take into account that the 
portfolio can play a role in diversifying risk, which is a good complement to 
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the Basel Accord, because it recognizes the diversification effect of credit risk 
when assessing the market value of assets. Significance. The basic idea of this 
model is to calculate the default probability of certain loans based on the credit 
rating, and at the same time, it can calculate the probability that the above- 
mentioned loans will be transformed into bad debts. model to manage credit 
risk becomes possible. Since commercial bank loans cannot be publicly traded 
directly, it is difficult to obtain the market value of the loan, and the volatility 
of the loan value cannot be observed. The probability of change, the rate of 
return of the loan, etc. are used to calculate the market value and volatility of 
the loan for non-trading loans, and then calculate the risk reserve (Dugar and 
Pozharny 2021).

The neural network model consists of an input layer, several hidden inter-
mediate layers, and an output layer. It applies neuropsychology and cognitive 
science research findings. The performance of the parallel distributed mode 
processing system created by mathematical methods is impressive. The capa-
city for parallel computing, fault tolerance, and self-learning. It was initially 
used to predict bank failure and was subsequently trained with a three-layer 
BP neural network. After training, any newly input company can be separated 
into non-bankrupt and bankrupt companies based on the weights provided by 
the network’s input samples (Ghosh and Xing 2021). The distribution of the 
model is free, which is applicable in practical problems, especially when the 
distribution of variables is unknown and the covariance structure is unequal, it 
can provide accurate classification, and financial data has the characteristics of 
reflecting various life characteristics of enterprises. The law of change has 
certain similarities with the theory of evolution. The advantage of neural 
network lies in its versatility, which can handle absolute variables and con-
tinuous variables well, and also has a good prediction effect in complex fields 
(Cordazzo and Rossi 2020). However, its work is relatively random, and in 
practical application, in order to obtain a better neural network structure, it 
needs to be continuously debugged, which consumes manpower and time, so 
its practical application is limited to a certain extent. Literature (Oliveira, 
Lustosa, and Oliveira Gonçalves 2021) compared the neural network method 
with the discriminant analysis method, and concluded that in the identifica-
tion and prediction of credit risk, the neural network has no substantial 
superiority compared with the linear discriminant model, and the neural 
network model lacks explanation. Artificial neural networks are incapable of 
determining the relative weights of input variables. Due to the complexity of 
the neural network model, it is difficult to find a suitable model to study 
particular problems, which necessitates more time, manpower, and material 
resources and is inefficient. It is a significant innovation in research methods, 
but its actual effect is quite unstable. When the academic (Alexandra and Oleg  
2021) uses the neural network model to discriminate and analyze 47 crisis 
enterprises and 47 normal enterprises, the accuracy rate of the prediction of 
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crisis enterprises reaches 100%. The accuracy rate of multivariate discriminant 
analysis is only 72%: Literature (Nichita 2019) believes that the neural network 
model is generally more effective than the multivariate discriminant analysis 
and logistic regression analysis models.

Technical efficiency is an important part of studying the effectiveness of 
production behavior. By measuring the actual input (output) of the decision- 
making unit compared with its minimum (large) value, the operation status of 
the enterprise, the operation efficiency and the development level of the 
society are studied. Through the evaluation, the source and degree of ineffec-
tive production behavior can be analyzed (Pozdnyakov, Zoryana, and Tetiana  
2020). In contrast, technical efficiency measures the extent to which the output 
of a decision-making unit is compared to the maximum work under the same 
factor input conditions. The greater the distance, the less efficient the techni-
que. The conventional method for calculating technical efficiency is based on 
single-factor productivity. Although it is easy to calculate and analyze, it does 
not consider the internal relationship between factors. However, the factors’ 
composition will also have a more significant impact on technical efficiency 
(KAYGUSUZOĞLU, KARAHAN, And YILMAZ). Breaking through the sin-
gle factor productivity measurement method, it will be more scientific and 
comprehensive to use a variety of input indicators to measure and analyze the 
technical efficiency of enterprises (Okoye, Offor, and Juliana 2019). According 
to the different methods of determining the production frontier, the technical 
efficiency measurement is divided into parametric methods and non- 
parametric methods. The parametric method requires that the form of the 
production function, the distribution form of the error term, the statistical 
characteristics of the sample, etc., be assumed in advance. The unknown 
parameters in the production function are estimated using the regression 
analysis method and the probability and statistics method. Comparison is 
performed to determine the respective efficiency values (Karpenko et al. 2019).

This paper combines the improved fuzzy neural network to construct the 
enterprise credit risk assessment model, and combines the practical data to 
verify the effect of the enterprise credit risk assessment model.

The Basic Theory of Enterprise Financial Credit Data Transmission

The Basic Concept of Enterprise Financial Credit Data Transmission

Enterprise financial credit data transmission is an important spread spectrum 
communication method. The theoretical basis of spread spectrum comes from 
Shannon’s information theory. 

C ¼ Blog2 1þ
S
N

� �

(1) 
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In formula (1), the logarithm is replaced by a natural number e as the base to 
obtain 

C
B
¼ 1:44 ln 1þ

S
N

� �

(2) 

In the actual situation S=N � 1, we do a power series expansion of formula 
(1). Because the high-order term has little effect, the high-order term is 
omitted to get 

C
B
� 1:44

S
N

(3) 

When the transmission of white noise with power spectral density n0 is 
considered in the channel of bandwidth B, and the noise power is N ¼ n0B, 
the available channel capacity is 

C ¼ Blog2 1þ
S

n0B

� �

(4) 

Shannon’s second theorem points out that by properly coding the information 
symbols, the error probability of the system can be reduced. From formula (1) 
and formula (3), it can be found that in addition to coding, if the bandwidth 
can be increased, the error probability of information transmission can also be 
reduced. When the bandwidth B approaches infinity, we have 

lim
B!1

C ¼ lim
B!1

Blog2 1þ
S

n0B

� �

¼ lim
B!1

n0B
S

log2 1þ
S

n0B

� �� �
S
n0

(5) 

Since there is lim
x!x

1
x log2ð1þ xÞ ¼ log2e ¼ 1:44, we have 

lim
B!1

C ¼ 1:44
S
n0

(6) 

According to the relationship S ¼ REhbetween the information energy S and 
the symbol rate R and the symbol energy Eh, whenB!1, 

Eh

n0

� �

¼
S

n0Rmax

� �

¼
1

1:44
¼ � 1:6ðdBÞ (7) 

The frequency hopping spread spectrum processing gain is defined as 

GP ¼
output signal

Signal to noise ratio of input signal
¼
ðS=NÞout
ðS=NÞin

¼
Rs

Rd
(8) 

The interference tolerance is defined to evaluate the enterprise financial credit 
data transmission system’s performance in an interference environment by GP 
and system loss L, as shown in formula (9) 
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Mj ¼
Gp

LðS=NÞout
(9) 

The principle of enterprise financial credit data transmission system is shown 
in Figure 1.

The enterprise financial credit data transmission system mainly includes: 
modulator, pseudo code generator, frequency synthesizer, intermediate fre-
quency filter, demodulator, etc.

Mathematical Model of Enterprise Financial Credit Data Transmission System

If the burst information d(t) to be transmitted is a bipolar digital signal, it is 
expressed as 

dðtÞ ¼
X1

n¼0
dngd t � nTdð Þ (10) 

The information code is dn ¼ 1 or −1, the symbol duration is Td; gdðtÞ is 

a rectangular function, and there is gdðtÞ ¼
1; 0 � t � Td
0;Td < t< 0

�

. First, d(t) is 

digitally modulated, and the modulated expression is m(t), and then m(t) is 
subjected to frequency-hopping modulation, there are 

s1ðtÞ ¼ mðtÞ cos w0 þ nwTð Þt þ φn
� �

(11) 

In Figure 2, n(t) represents noise and J(t) represents interference. Among 
them, S1ðtÞ is

Figure 1. Schematic diagram of the transmission principle of corporate financial credit data.
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SlðtÞ ¼ S1ðtÞ þ
Xk

j¼1
SjðtÞ þ nðtÞ þ JðtÞ (12) 

The expression after de-hop processing is 

SpðtÞ ¼ S1ðtÞ þ
Xk

j¼1
SjðtÞ þ nðtÞ þ JðtÞ

" #

cos wrmwTð Þt þ φr
� �

¼
1
2

mðtÞ cos ωlt þ φJ

� �
þ cos ω0 þ wr þ 2nwrð Þt þ φnφn

� �n o

þ
Xk

j¼2
SjðtÞ þ nðtÞ þ JðtÞ

" #

cos wrmwrð Þt þ φr
� �

(13) 

The signal after passing through the bandpass filter can be expressed as 

S12ðtÞ ¼
1
2

mðtÞ cos wltð Þφ1 (14) 

Main Parameters and Performance Indicators of Enterprise Financial Credit Data 
Transmission System
Enterprise financial credit data transmission primarily employs the following 
performance indicators to evaluate a frequency hopping system:

(1) Frequency hopping bandwidth
In the field of communication, the frequency band bandwidth occupied by 

the frequency hopping system is called the frequency hopping bandwidth, 
denoted as BFR. Among them, Bl�R ¼ fmax � fmin; fmax is the maximum fre-
quency and fmin is the minimum frequency.

(2) Number of frequency hopping frequencies

Figure 2. Mathematical model of enterprise financial credit data transmission system.
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The number of frequency hopping frequencies is the number of all candi-
date frequency hopping frequencies in the frequency hopping frequency set, 
which is usually denoted as N. The anti-jamming performance of the fre-
quency hopping system is positively related to the frequency of the frequency 
hopping.

(3) Frequency hopping processing gain
Although there are multiple carrier frequencies in enterprise financial credit 

data transmission, only one carrier frequency is selected for frequency hop-
ping modulation at a specific moment, and then IF modulation is performed. 
These two frequencies together determine the instantaneous spectral band-
width BI0 at this time. Its ratio with the frequency hopping bandwidth (radio 
frequency bandwidth) BlRR is the frequency hopping processing gain Gp, which 
is expressed as Gp ¼ BlRR=Blt.

(4) Frequency hopping rate
The frequency hopping rate R is referred to as the hopping rate, which is 

defined as the number of RF frequency hopping per second, and the unit is 
hops/s (hops/s). The duration of each hop is the hop period, and the hop speed 
and the hop period are reciprocal. If the hopping speed is 200hops=s, the 
hopping period is 5ms. Usually, the hopping speed lower than 100hops=s is 
called slow frequency hopping, 100=,1000hops=s is called medium speed 
frequency hopping, and 1000hops=s above is called fast frequency hopping. 
In addition, it can also be defined according to the relationship between the 
information rate and the hopping speed.

(5) Frequency hopping cycle
The frequency hopping period Th refers to the continuous working time of 

each carrier frequency, that is, the time that each frequency remains 
unchanged in the frequency domain. It consists of frequency hopping dwell 
time Tdw and channel switching time Tds, as shown in Figure 3.

Figure 3. Remuneration relationship during the frequency hopping period.
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(6) Frequency hopping sequence period
The hopping frequency varies based on the pseudo-random code, and since 

the frequency set is limited, the frequency sequence is eventually reused. As the 
sequence period, we record the maximum length of the sequence without 
repetition.

(7) Frequency hopping synchronization
Frequency hopping synchronization means that the sending and receiving 

parties use the same frequency to communicate at the same time. Usually, the 
frequency hopping frequency table, network number, system time informa-
tion TOD, frame synchronization and bit synchronization information are 
required.

(8) Frequency hopping pattern
The frequency hopping varies over time, and the resulting time-frequency 

variation graph is known as the frequency hopping pattern. In transmitting 
corporate financial credit data, frequency hopping pattern design is crucial. If 
the enemy captures the frequency-hopping way, waveform tracking will likely 
interfere with it. Different frequency hopping pattern algorithms are typically 
employed on various occasions to improve communication security.

(9) Networking method of enterprise financial credit data transmission
In order to enhance the anti-interference performance of enterprise finan-

cial credit data transmission, frequency hopping radio stations usually exist in 
the form of networking in use. According to different networking basis, it is 
divided into two categories: frequency packet network and code packet net-
work. There are three networking modes: synchronous orthogonal network-
ing, synchronous non-orthogonal networking, and asynchronous non- 
orthogonal networking. The call mode between network stations is shown in 
the figure below.

In Figure 4, Figure (a) is a network call of different subnet radio stations in 
the same group of networks, that is, a radio station calls all radio stations in 
this network or other networks. Figure (b) is the network call of the same 
group of network radio stations. Figure (c) shows the selective calling of radio 
stations in the same subnet, that is, a radio station calls another radio station in 
the network to realize the transmission of enterprise financial credit data.

Typical Interference Patterns in the Anti-Interference System of Enterprise 
Financial Credit Data Transmission

The frequency of the interference signal is fixed, and the frequency hopping of 
the frequency hopping signal is of no concern. The blocking interference 
bandwidth can be made as wide or narrow as necessary. The bandwidth is 
primarily divided into the following categories based on its width.

(1) Broadband Noise Blocking Interference (BBNJ)
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Figure 4. Frequency hopping radio call mode.
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Broadband noise interference needs to estimate the target signal bandwidth, 
set the interference signal according to the target bandwidth, and cover the 
entire target signal spectrum bandwidth as much as possible, which is also 
called full-band interference or blocking interference. Usually, J0 represents the 
interference level, and the unit is W=Hz. Shannon channel capacity represents 
the maximum data transfer rate that the channel can sustain at an arbitrarily 
small error rate. If we want to transmit more than this rate, the reception of the 
information is bound to go wrong. This disturbed channel capacity is defined as 

C ¼Wsslog2 1þ
S

P1

� �

(15) 

W1 is the signal bandwidth, S is the average power of the signal, and Pr ¼

Wss N0 þ J0ð Þ is the total average power of the existing noise and interference.
(2) Partial Band Noise Blocking Interference (PBNJ)
Partial frequency band interference differs from broadband interference 

because the jammer concentrates interference power on a portion of the enterprise 
financial credit data transmission channel. Target channels may be adjacent or 
scattered. In this way, the interference is more targeted, the interference power is 
loaded on a part of the frequency hopping bandwidth Ww, the interference power 
of the interfered channel is large, and the interference effect is good. Part-band 
interference is also very convenient to adjust the interference bandwidth. The 
partial frequency band interference factor ρ is defined here to represent the 
interference bandwidth ratio. 

ρ ¼
WJ

Ws
(16) 

Partial frequency band interference power is evenly distributed, and its uni-
lateral power spectral density is 

J
WJ
¼

J
Wss
�

WsS

WJ
¼

J
ρWss

(17) 

When the frequency hopping signal hops into the interfered channel, the noise 
power spectral density has interference power in addition to the noise power, that 
is, Nn ¼ N0 þ Nj0, otherwise there is Nn ¼ N0. For the FH=BFSK system, 
there are 

�Pb ¼ ð1 � ρÞPb
Eb

N0

� �

þ ρ
Eb

N0 þ Nj0

� �

¼
1 � ρ

2
exp �

Eb

2N0

� �

þ
ρ
2

exp �
Eb

2 N0 þ
J

ρWss

� �

0

@

1

A
(18) 

In the interference environment, there is usually Nj � N0, so there is 
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�Pb �
ρ
2

exp �
ρEb

2NJ

� �

(19) 

(3) Comb blocking jamming (CNJ)
Comb-blocking interference must first detect the minimum frequency 

interval between adjacent frequency points of enterprise financial credit data 
transmission, then adjust the interference frequency interval to the target 
frequency interval, and finally, concentrate the limited power on each fre-
quency point of the frequency hopping signal. Its utilization is high and 
efficient, positively impacting enterprise financial credit data transmission 
interference.

(4) Narrow Band Interference (NBNJ)
Narrowband noise interference refers to the interference signal whose 

bandwidth is much smaller than the bandwidth of the target communication 
system. The transmission of corporate financial credit data has an inhibitory 
effect on narrowband interference.

Performance Analysis of Low Signal-To-Noise Ratio of Conventional Enterprise 
Financial Credit Data Transmission System

It is difficult to maintain phase coherence in the transmission of corporate 
financial credit data. Therefore, the information modulation technique 
adopted is usually Multi-ary Frequency Shift Keying (MFSK) or DPSK. 
MFSK modulation uses the mutual transformation between M carrier fre-
quencies to transmit log2M-bit digital signals, which are generally expressed as 

stðtÞ ¼ cos w1t þ φ1
� �

(20) 

wi is M discrete values, φ1 is the phase constant. When the BFSK modulated 
signal is coherently demodulated, the bit error rate is 

Ph ¼
1
2

erf
ffiffiffiffiffiffiffiffi
Eb

2N0

r� �

(21) 

Eb is the signal energy per bit, and N0 is the additive white Gaussian noise 
power spectral density. If non-coherent demodulation is used, the bit error 
rate is 

Ph ¼
1
2

exp
Eh

2N0

� �

(22) 

Coherent demodulation needs to generate exactly the same coherent carrier, 
which is difficult to realize especially in phase, so non-coherent demodulation 
is often used in enterprise financial credit data transmission system.

(1) Analysis of anti-broadband blocking interference performance
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In an environment of broadband noise interference, since the entire work-
ing frequency band is filled with additive white Gaussian noise: 

PsðMÞ ¼
1
M

exp �
Es

2 N0 þ NJð Þ

� �
XM

i¼2

M
i

� �

ð� 1Þi exp �
Esð2 � iÞ

2 N0 þ NJð Þi

� �

(23) 

The bit error rate BER is 

Pb ¼
1

2ðM � 1Þ
exp �

nEb

2 N0 þ NJð Þ

� �
XM

i¼2

M
i

� �

ð� 1Þ0 exp �
nEbð2 � iÞ

2 N0 þ NJð Þi

� �

(24) 

For the FH/DPSK system, the bit error rate is the same as the conventional 
DPSK system in Gaussian white noise, which is 

Ph ¼
1
2

exp �
Eb

Nn

� �

¼
1
2

exp �
1

N0R
P þ

J
P

R
W

 !

(25) 

Among them, J/P is the interference signal ratio, that is, the ratio of the 
interference power to the signal power, and R/W is the frequency hopping 
processing gain.

(2) Analysis of anti-narrowband noise interference performance
The narrowband interference frequency points are randomly distributed 

without any regularity. When the interfering signal coincides with the target 
channel, a large number of bit errors will be generated. If there are 
K narrowband interferences in the frequency hopping bandwidth, their 
powers are J1; J2; � � � ; JK , and the single interference bandwidth is W. For 
a certain interference, the power spectral density is NJ1 ¼ PJ1=W. At this 
time, the signal-to-noise ratio of the system is r1 ¼ Eb= N0 þ NJ1ð Þ, then the 
average bit error rate of the conventional enterprise financial credit data 
transmission system is 

�Pc ¼
N � K

N
F r0ð Þ þ

PK

i¼1
F rið Þ

N
(26) 

In the above formula, there is r0 ¼ Eh=N0.
(3) Analysis of anti-partial frequency band interference performance
Part-band interference is a special kind of narrowband interference. The 

interfering signal can be replaced with narrow-band white Gaussian noise. The 
interference factor ρ ¼ K=N;K is the number of selected interference fre-
quency slots, and N is the total number of frequency hopping frequency 
slots. The total interference power is set to J, then the interference power 
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spectral density is NJ ¼ J=ρWH;WH is the bandwidth of a single frequency 
system. For the FH/BFSK system, the average bit error rate of the frequency 
hopping system is 

�Pc ¼ ð1 � ρÞPc
Eb

N0

� �

þ ρPc
Eb

N0 þ NJ

� �

¼
ð1 � ρÞ

2
exp �

Eb

2N0

� �

þ
ρ
2

exp
Eb

2 N0 þ J=ρWHð Þ

� � (27) 

�Pc �
ρ
2

exp �
ρEh

2N;

� �

(28) 

For FH/MFSK systems, the average bit error rate is 

�Pc ¼ ð1 � ρÞPc
Eh

N0

� �

þ ρPc
Eb

N0 þ N|

� �

¼ ð1 � ρÞPc
P

RN0

� �

þ ρPc
Eb

RN0
P þ

J
P

R
W

1
ρ

 ! (29) 

In a disturbed environment, there is NJ � N0, so the effect of the noise term is 
ignored 

�Pc ¼ ρPc
ρEb

N|

� �

¼
ρ

2ðM � 1Þ

XM
0

i¼2

M
i

� �

ð� 1Þ0 exp
nρEbð1 � iÞ

N;j

� � (30) 

Simulation condition: The frequency hopping bandwidth 50MHz is set. 
According to the interval of each frequency slot 1MHz, the entire frequency 
hopping bandwidth is divided into N = 50 frequency slots. The AWGN chan-
nel is used in the simulation, and the noise power spectral density is set to 
N0 ¼ 10� 10ðW=HzÞ. For narrowband interference, the number of interference 
channels is set to K, and the interference power spectrum is −30dBW. We set 
the narrowband interference bandwidth NJ to be the same as the frequency 
slot bandwidth, and the partial frequency band interference factor is ρ ¼ K=N. 
The interference is randomly distributed in K frequency slots, the modulation 
method is MFSK, the frequency hopping speed is 1000hop=s, and the symbol 
rate is Rs ¼ 2MHz.

The propagation time difference between the transmitter reaching the 
receiver and the transmitter reaching the jammer is denoted as Tδ, and the 
time it takes the jammer to process the signal is denoted as Tproc. The 
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generation and activation of the interference signal itself also requires a certain 
time, which is denoted by Tproc. The jammer processing time is Tpr, the target 
dwell time is Td, and the effective jamming time coefficient is ηð0 � η � 1Þ. 
Because tracking interference requires Tpr and location processing, there will 
be a certain delay Tn00 when the target receives the signal containing 
interference. 

Tm0j ¼ min Tpr þ
d2 þ d3 � d1

c
;Td

� �

(31) 

Therefore, the effective interference time is Ts ¼ Td � Tnj0 , and the interfer-
ence is effective only when there is Tnj <Td. Whether the target frequency 
hopping signal can be interfered is affected by the probability P1 that the 
interferer detects the target signal and the probability P2 of successful release 
of the interference, that is, PJ ¼ P1P2. The bit error rate of enterprise financial 
credit data transmission under interference is set to BJ , and the bit error rate is 
Bnj when there is no interference, then B is related to the receiver signal-to- 
interference ratio, and Bnj is related to the signal-to-noise ratio. Therefore, in 
the presence of interference, the bit error rate is Pf Bf þ 1 � Pf

� �
Bnj, and when 

there is no interference, the bit error rate is Bnj, then the average bit error 
rate is, 

�Pc ¼
Ts

Td
P|B| þ 1 � P|

� �
Bnj

� �
þ TdBnj

¼
Td � Tnj

Td
P|BJ þ 1 �

Td � Tnj

Td
PJ

� �

Bnj

(32) 

Enterprise Credit Risk Assessment Model

Figure 5 shows the historical evolution of credit risk assessment methods.
The problems existing in the current enterprise credit risk prediction 

index system are analyzed, and based on the previous research results, 
a new index system including financial and non-financial indicators is 
constructed. Among them, the financial indicators include five aspects: 
solvency, profitability, operating ability, growth ability and cash acquisi-
tion ability. The non-financial indicators include four aspects: develop-
ment prospects, basic quality of enterprises, innovation capabilities, and 
performance of contracts. This paper presents a model for predicting 
credit risk based on the enhanced GoogleNet neural network. In light of 
the problem posed by the volume of sample data, an excessive number 
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of input indicators will not only waste computing resources but also 
reduce operational efficiency. Still, it will also result in the multicolli-
nearity of hands and diminish the training effect. Therefore, in this 
paper, the financial indicators are first screened twice, and then com-
bined with the processed non-financial indicators as the model input, as 
shown in Figure 6.

Credit risk assessment methods have undergone a transition from 
traditional assessment methods to modern assessment methods. 
However, the modern evaluation method is mainly based on quantitative 
analysis with the help of modern financial theory and mathematical tools, 
as shown in Figure 7.

Before establishing the primary credit risk assessment indicators for 
small and medium-sized businesses in the economic environment of the 
supply chain, the primary content of the direct credit risk assessment and 
debt credit risk assessment indicators must be confirmed. By reading 
pertinent literature and gaining an in-depth understanding of supply 
chain finance, it is possible to conclude that the primary credit risk 
assessment indicators are financing enterprises, i.e., small and medium- 
sized businesses. As depicted in Figure 8, debt credit risk indicators 
mainly include core enterprises, assets under financing, and supply 
chain operations.

Figure 5. Historical evolution of credit risk assessment methods.
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On the basis of the above model, the effect of the enterprise credit risk 
assessment model proposed in this paper is verified, and the Matlab simula-
tion is used to test the effect of statistical credit risk assessment and risk 
response strategy. The results are shown in Figure 9.

Through the above research, it is verified that the enterprise credit risk 
assessment model proposed in this paper has good risk assessment effect and 
risk response strategy effect.

Figure 6. The overall design of the enterprise credit risk prediction model based on the convolu-
tional neural network method.
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Conclusion

Credit risk refers to the possibility that the borrower who has obtained the 
bank’s credit support will be unable or unwilling to repay the loan according to 
the terms of the contract, causing the bank to incur losses. Another prevalent 
theory holds that credit risk stems from the fluctuating value of the debt 

Figure 7. Credit risk assessment method.

Figure 8. Selection of main evaluation indicators for credit risk.
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market, which is likely to result in certain bank losses. A significant drawback 
of Fuzzy Logic control systems is that they depend entirely on human knowl-
edge and expertise. A fuzzy system must regularly update the rules of a control 
system, which is time-consuming and require massive computational 
resources. The former perspective focuses on whether firms default, whereas 
the latter examines the value changes of credit assets. Credit risk encompasses, 
in a broad sense, losses incurred by commercial banks due to a variety of 
uncertain factors. This paper combines an improved fuzzy neural network 
with a credit risk assessment model for enterprises. The simulation study 
demonstrates that the enterprise credit risk assessment model proposed in 
this paper has a practical risk assessment and response effects.
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