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Abstract 
The Galerkin method of weighted residual (MWR) for computing natural 
frequencies of some physical problems such as the Helmholtz equation and 
some second-order boundary value problems has been revised in this article. 
The use of one and two-dimensional characteristic Bernstein polynomials as 
the basis functions have been presented by the Galerkin MWR. The vibration 
of non-homogeneous membranes with Dirichlet type boundary conditions is 
also studied here. The useful properties of Bernstein polynomials, its deriva-
tives and function approximations have also been illustrated. Besides, the ef-
ficiency and applicability of the proposed technique have been demonstrated 
through some numerical experiments. 
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1. Introduction 

Mathematical model derived from multi-dimensional differential equations play 
a crucial role in modeling a variety of scientific and engineering application 
problems. The study of vibration of membrane of different geometries has been 
the subject of interest to scientists and engineers since long back owing to their 
wide applications in every field of modern technology. Different shapes or ge-
ometries of membranes are the fundamental constituents in many scientific 
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states. Many researchers concentrated on membrane structures and studied 
about the vibration theory of membrane employing numerous analytical or nu-
merical techniques. However, to the best of our knowledge, none had attempted 
to provide approximate eigenvalues of boundary value problems employing 
Bernstein-Galerkin method of weighted residual (MWR). 

Some physical problems arise in science and engineering are modeled by the 
elliptic, parabolic and hyperbolic partial differential equations. The process of 
solving certain linear evolution equations such as the heat or wave equations 
have received increased interest from several fields of science and engineer-
ing, either on bounded domains. Certain class of linear evolution equations for 
instance the heat or wave equations have a second order linear differential ei-
genvalue problem with two boundary conditions but no unique solution exists. 
A code for second order problems has been implemented and special attention 
has been paid to the approximation of the boundary conditions in the two- 
dimensional case.  

A new numerical method based on Bernstein polynomials expansion is pro-
posed for solving one dimensional (1-D) elliptic interface problems [1]. At pre-
sent, formulations exploiting Galerkin method of weighted residual are con-
structed to determine the coefficient matrix derived from linear system of equa-
tions. Helmholtz equation appears in vibrating-string problems and in finding 
the temperature distribution in a rod. Calculations of eigenvalues of Helmholtz 
equation using boundary method are presented in [2]. Numerical technique uti-
lizing Bernstein polynomials basis to give the approximate solution of a parabol-
ic partial differential equation illustrated in [3]. The large deflection theory of 
membrane is applied [4] to derive the governing vibration equations of ortho-
tropic membrane. The Bernstein polynomials are used to find numerical solu-
tion of elliptic boundary value problems with a point collocation method [5]. 
The authors solved the problem and obtained the power series formula of non-
linear vibration frequency of rectangular membrane with four edges fixed. Bern-
stein Ritz-Galerkin method for solving an initial boundary value problem for 
two-dimensional (2-D) wave equation has been studied by [6]. A spectral ele-
ment model for the transverse vibration of a membrane has been developed by 
[7] using the boundary splitting method and the waveguide FEM-based spectral 
super element method (SSEM). Exact solutions are well known for the free vi-
bration of a membrane with simple geometry such as elliptical [8], circular [9], 
general convex polygonal membranes [10], rectangular membranes [11]-[17]. 
Nevertheless, closed-form solutions rarely exist which leads many researchers to 
have numerical solution applying several techniques in view to minimize the er-
ror with less computational difficulties. Free vibrations of membranes have been 
studied in the literature by applying the method of superposition using 
wave-type base functions [10], the optimized Galerkin-Kantorovich method [11], 
classical Rayleigh-Ritz method [12], finite difference method [13], the Hybrid 
method [14], the discrete singular advance convolution method [15], the Kan-
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torovich method [16]. Furthermore, the external and internal excitation methods 
[17], are also investigated. Two-dimensional (2-D) Helmholtz equation is solved 
for non-homogeneous membrane exploiting Sinc collocation method [18]. 

Double ultraspherical spectral Galerkin method with Chebychev polynomials 
is applied to solve elliptic partial differential equations (PDEs) [19]. Chebychev 
spectral quasi-inverse matrix diagonalization Galerkin method [20] is utilized to 
solve multidimensional PDE’s. Finite difference methods have been offered for 
the numerical solution of the one-dimensional parabolic equation in the study 
[21]. Eigenvalue analysis for second order boundary value problems arises in 
several engineering application areas has been investigated using analytical or 
numerical techniques [22]. Bernstein basis has been exploited to solve ordinary 
and partial differential to solve eigenvalues as well as boundary value problems 
employing numerous techniques are in [23]-[28]. 

In this study, we have presented Bernstein polynomials based Galerkin meth-
od of weighted residual (MWR) technique that offers accurate solutions, are put 
up with in terms of truncated series of smooth polynomial functions. The key 
advantages of applying the Galerkin MWR are its superior accuracy which can 
be achieved even with a few numbers of polynomials compared to the other 
techniques reported in the proposed work. 

The significant benefit of the present method is that the trial Bernstein basis 
function can be modified effortlessly to any desired form so as to satisfy the 
Dirichlet and derivative boundary conditions for both one and two-dimensional 
problems.  

Our goal is to construct an appropriate method with Dirichlet and derivative 
type boundary conditions and to reduce the errors as well as the computational 
difficulties. The main reason why the Galerkin MWR is chosen is its flexibility 
and simple implementation. The notable properties of Bernstein polynomials 
vanishing at its endpoints over the finite interval inspire us to execute it in the 
Galerkin technique. Furthermore, the smallest eigenvalue which characterizes 
potentially the most visual structures of the dynamical systems can be computed 
very accurately applying the said technique which converges to large significant 
digits and fairly close to the analytical results.  

Some analytical methods involve a reduced amount of memory and arithmetic, 
but usually they are unable to fix the maximal dimension for the spectrum. Per-
turbation methods limit the extent of its application due to disadvantages in its 
theory in its existing form and all types of techniques required small parameter 
and consequently require some skill to implement. Finite difference methods 
(FDM) and finite elements methods (FEM) are well-known discretization tech-
niques that comprise extensive calculation and huge memory storage in machine 
for storing matrices having larger dimensions. Additionally, the precision rapid-
ly worsens for the upper eigenvalues. Furthermore, FDM gives value at particu-
lar points ineffective to evaluate the values at the desired points between two 
grid points and takes more computational cost for getting higher accuracy. The 
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co-efficient matrix in Galerkin MWR is sparse and has symmetric banded matrix, 
which minimizes the computational effort and attains relatively smaller condi-
tion numbers. Although discretization methods attain high accuracy, in the end 
produce ill-conditioned system. On the other hand, the obtained matrices are 
full and non-symmetric which intensify the computational cost. 

In section 2, we provide an outline of Bernstein polynomial basis in single and 
multi-dimensions. Approximation of functions to Bernstein basis functions and 
their derivatives required for numerical computations are also illustrated. Sec-
tion 3 is offered to the construction of 2-D Helmholtz eigenvalue problems and 
formulation of one dimensional transient heat equation. In section 4, we give 
short description of hyperbolic equation, analytical solution of 2-D wave equa-
tion and Galerkin formulation of inhomogeneous rectangular membrane. Con-
vergence of Galerkin method and error estimation is discussed in section 5. In 
section 6, we represent some numerical examples eigenvalue problems in one 
and two dimensions. In section 7, we illustrate some results with detailed discus-
sions. Moreover, we validate our code by the offered method and eigenvalues are 
compared to the analytical ones. We have drawn conclusions of this study in 
section 8.  

2. Bernstein Polynomials 
2.1. Bernstein Polynomials in One Dimension [25] [26] 

( ) ( ), 1 n ii
i n

n
B x x x

i
− 

= − 
 

, 0 i n≤ ≤ ,                (1) 

where  

( )
! ; 0,1, 2,

! !
n n n
i i n i
 

= =  − 
  

For each positive integer n, there is a sequence of Bernstein polynomials over 
the finite interval [ ]0,1 . Well convergence of Bernstein polynomials for some 
class of functions is found in [29]. Bernstein polynomials which approximates a 
functions of one real variable [ ]: 0,1f R→  is defined as 
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2.2. Two Dimensional Bernstein Polynomials  

2-D Bernstein polynomials approximates a functions of two real variables 
[ ] [ ]( ): 0,1 0,1f R× →  is defined as  
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where 
( )
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! !

n n
i i n i
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, 
( )

!
! !

m m
k k m k

 
=  − 

, 0,1,2, ,i n=  ; 0,1,2, ,k m=   

with ( ) [ ], 0,1x y ∈ . 
There are ( )1n +  and ( )1m +  ( )n m+ -th degree Bernstein polynomials. 

For suitability, we usually set ( ),
, 0n m

i kB = , if 0i < , 0k <  or i n> , k m> . 
Some interesting and useful properties of 2-D Bernstein polynomials are 

demonstrated in [30]. 

2.3. The Bernstein Approximation Theorem 1 [27] 

Every continuous function f defined on [0, 1] can be uniformly approximated as 
closely as desired by a polynomial function. For any 0ε > , there exists a posi-
tive integer N such that for all [ ]0,1x∈ , an integer n N≥  we have 

( ) ( );nf x B f x ε− < .                     (3) 

Hence given any power-form polynomial of degree N, it can be uniquely con-
verted into a Bernstein polynomial of degree n for n N≥ . 

Let [ ] [ ]( ): 0,1 0,1C R× →  is a continuous function space and is a linear 

norm space on [ ] [ ]0,1 0,1×  with the norm [ ] [ ]( ) ( ) [ ] [ ]
( )0,1 0,1 , 0,1 0,1

max ,C x y
f f x y

× ∈ ×
=  

and all partial derivatives of ( ),f x y  exists, while { },n mf  is a sequence on the 

space [ ] [ ]( )0,1 0,1C × , [ ] [ ]0,1 0,1f C∈ × . 

[ ] [ ]( ), 0,1 0,1
0n m C

f f
×

− = . 

which implies the uniform convergence to the function f . Let  
[ ] [ ]{ }2 0,1 0,1H L= ×  and 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }0, 0, 1, 1, 2, 2, , ,, , , ,n n n n n n n n n nB x  B y  B x B y B x B y B x B y H⊂ ,  
f H⊂ . 

Let ( ) ( ){ }, ,Span i n j nV B x B y= ; , 0,1, 2, ,i j n=  . Since V is a finite dimen-
sional vector space, f has a unique best approximation from V say 0v V∈  

v V∃ ∈  such that 0 22f v f v− ≤ − . 

( ) ( ) ( )T
0 , , ,

0 0
,

n n
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= =
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Lemma: Suppose that [ ] [ ]1 : 0,1 0,1nf R+ × →  is a continuous differentiable 
function and all partial derivatives of ( ),f x y  exist and are continuous. If 

( )T ,C B x y  is the best approximation for f out of V then the error bound is rep-
resented as 

( )
( ) ( )( )

2
1 2T

2

2

1 ! 2 3 2 4

nl k k
f C B

n n n

++
− ≤

+ + +
.              (5) 

as { }1 0 0max 1 ,k x x= − , { }2 0 0max 1 ,k y y= −  and the partial derivatives of f are 
bounded in magnitude by l . By applying the Taylor’s expansion in two varia-
bles we define 
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T 0f C B− →  as n →∞ . 

2.4. Derivatives of Multivariable Bernstein Polynomials 

( ) ( ) ( ), , , ,
0 0

,
n m

i j i j i n j m
i j

B x y c B x B y
= =

= ∑∑ .                  (7) 

We can define p-th order partial derivative in x-axis direction in a following 
way 
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Also q-th order partial derivative in y-axis direction in a following way 

( ) ( ) ( ),
, , ,

0 0

,q n m
i j q

i j i n j mq
i j

B x y
c D B x B y

x = =

∂
=

∂
∑∑ .             (9) 

Finally derivative of order p q+  is defined as follows 

( ) ( ) ( ),
, , ,

0 0

,p q n m
i j p q

i j i n j mp q
i j

B x y
c D B x B y

x x

+
+

= =

∂
=

∂ ∂
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3. Description of 2-D Helmholtz Problem 

We consider the governing transient heat transfer on a two dimensional region 
Ω  [31] [32]. 

( )
2

11 22 02 , ,u u uc a a a u f x y t
x x y yt

 ∂ ∂ ∂ ∂ ∂ − − + =  ∂ ∂ ∂ ∂∂    
.          (11) 

with the boundary conditions (b. c’s) 

11 22ˆ ˆ, n x y n
u uu u q a n a n q
x y
∂ ∂

= = + =
∂ ∂

 on γ .             (11a) 

and the initial condition  

( ) ( )0, ,0 ,u x y u x y=  in Ω .                  (11b) 

where t specifies for the time and c, 11a , 22a , 0a , 0u , f, û , ˆnq  are regarded 
as functions of positions and/or time. 

The corresponding homogeneous form of the above Equation (11) is 
2

11 22 02 0, 0, 0n
u u uc a a a u u q

x x y yt
 ∂ ∂ ∂ ∂ ∂ − − + = = =  ∂ ∂ ∂ ∂∂    

 on γ .     (12) 

Approximate solution of Equation (12) is given as 

( ) ( ), , , tu x y t U x y e α−= .                  (12a) 

Thus Equation (12) becomes 

11 22 0.u ua a u
x x y y

λ
 ∂ ∂ ∂ ∂  + + =  ∂ ∂ ∂ ∂   

                   (13) 

where 

0c aλ α= +  and boundary conditions take the form 0u = , 0u
n
∂

=
∂

. (13a) 

Here the eigenvalues λ ’s and eigenfunctions U’s satisfy the time independent 
form of Equation (13). Then Equation (13) is known as Helmholtz equation 
which can be solved using separation of variables technique. Now the approxi-
mate solution of Equation (13) is 

( ) ( ) ( )
1

, , ,
n

k k k
k

u x y t a t U x y
=

= ∑ .                 (14) 

where ( ),kU x y  denotes spatial variable and parameter ( )ka t  defines the func-
tion of time only.  
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Galerkin Formulation for One Dimensional Heat Equation 

Here we applied a modified weighted residual technique which involves only 
first derivative instead of second derivative terms in the residual equation. This 
can be performed applying integration by parts in which the operational matri-
ces for integration and the product is utilized to convert the given differential 
eigenvalue problems to a system of algebraic equations. 

One dimensional parabolic partial differential equation 

( ), , , 0u ucA kA q x t a t b t
t x x

ρ ∂ ∂ ∂ − = < < ≥ ∂ ∂ ∂ 
           (15) 

with the boundary and initial conditions 

( ) ( )1,u a t f t=  

( ) ( )2,u b t f t=  

( ) ( ),0u x f x= . 

which governs the transient heat transfer in one-dimensional system (i.e., a 
plane wall), here u denotes the temperature, k the thermal conductivity, ρ  the 
density, A the cross-sectional area, c the specific heat, q the heat generation per 
unit length. Here ( ),u x t  represents the temperature of a rod for both space 
and time and ( )kU x  is trial or basis function. If non-homogeneous heat Equa-
tion (15) with a lateral heat loss reduces to homogeneous equation (q = 0). 

0u ucA kA
t x x

ρ ∂ ∂ ∂ − = ∂ ∂ ∂ 
.                   (16) 

Let us assume the approximate solution of Equation (16) 
The solution of Equation (15) can be written as 

( ) ( ) ( )
1

,
n

k k k
k

u x t a t U x
=

= ∑  

The Galerkin weighted residual equation can be written as  

( ) ( ) ( )
, ,

d 0, 1, 2,3, ,
b

j
a

u x t u x t
cA kA U x x j n

t x x
ρ
 ∂ ∂ ∂  − = =  

∂ ∂ ∂    
∫

 
     (17) 

( ) ( ), ,
1 1

d
,

d

n n
k

k j k j k k
k k

a
u x t F G a t

t= =

= +∑ ∑ . 

On simplification the by using the conditions the above residual Equation (17) 
takes the matrix form 

[ ] ( ) [ ] ( ){ } { }
d

0
d
k

k

a t
F G a t

t
  − = 
  

.                (18) 

where d ˆ
d
a u
t
=  refers to the time derivative. 

Hence the matrix form of Equation (18)  

where dˆ
d
cu
t

=  refers to the time derivative. 
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[ ] ,

d d d
d d

b
j k

j k
a

U UG G kA x
x x

= = ∫ . 

[ ] ( ) ( ), d
b

j k j k
a

F F cAU x U x xρ= = ∫ . 

The solution of Equation (18) can be given as 

( ) ( )ˆ, e tu x t u x λ−= .                     (19) 

Hence the matrix form of (18)  

[ ]{ } [ ]{ } { }ˆ ˆ 0G u F uλ− = .                  (20) 

Solving (19) we can determine λ  and nonzero ( )û x  such that (19) holds 
and the boundary conditions of the problem met. Equation (19) describe an ei-
genvalue problem; λ  being the eigenvalues and ( )û x  be the eigenfunction. 

4. Brief Description of Hyperbolic Equations 

The transverse motion of a membrane, is governed by a partial differential equa-
tion of the form as given in (14), where, ( ), ,u x y t  denotes the transverse de-
flection, c is the material density of the membrane, 11a  and 22a  are the ten-
sions in the x and y directions of the membrane, 0a  is the modulus of elastic 
foundation on which the membrane is stretched (often, 0 0a = ) i.e., there is no 
foundation), and ( ), ,f x y t  is the transversely distributed force. The above 
equation is known as wave equation, and is classified mathematically as a hy-
perbolic equation. The function ( ), ,u x y t  must be determined such that it sat-
isfies Equation (19) in a region Ω  together with specified boundary and initial 
conditions. The problem of finding the solution as given by Equation (14) holds 
for homogeneous boundary and initial conditions and 0f =  is called an ei-
genvalue problem. 

4.1. Solution of Two-Dimensional Wave Equation in Rectangular  
Membrane 

We consider the equation for the vibration of a tightly stretched membrane as 
the membrane of a drum. We assume that the membrane is of uniform tension 
and the tension per unit length is same in all directions at every point and m be 
the mass of per unit of area of the membrane. 

2 2 2
2

2 2 2

u u uc
t x y

 ∂ ∂ ∂
= + ∂ ∂ ∂ 

 

where  

2 Tc
m

= .                          (21)
 

The fact that we are keeping the edges of the membrane fixed is expressed by the 
boundary conditions 

( ) ( ),0, , ,u x t u x b t=                      (21a) 
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( ) ( )0, , , ,u y t u a y t=                      (21b) 

We must also specify how the membrane is initially deformed and set into 
motion. This is done via the initial conditions 

( ), ,0 0u x y =                         (21c) 

The solution of Equation (21) applying the separation of variables gives the 
particular values of l and n. 

( )
1 1

, , sin sin
l n

l x n yu x y t
a b

∞ ∞

= =

π π
= ∑∑ . 

2 2

ln
l nc
a b

α
    = π +    
     

.                    (22) 

These are the solutions of the wave Equation (22) which are zero on the bound-
ary of the rectangular membrane. These functions are known as eigenfunctions 
and the numbers are known eigenvalues. 

The general solution is 

( ) ( )cos sinln ln ln lnu A t B tα α= + .                 (23) 

4.2. Vibration of Distributed Inhomogeneous System in a  
Rectangular Domain 

We consider free vibrations of a uniformly stretched inhomogeneous membrane 
of rectangular shape with clamped edges in an elastic medium. We consider the 
following eigenvalue problem 

( ) ( )
2 2

2 2 , , 0u u x y q x y u
x y

λρ
 ∂ ∂

+ + − =    ∂ ∂ 
.             (24) 

where the boundary conditions are 

( ) ( )0, , 0u y u a y= =  and ( ) ( ),0 , 0u x u x b= = .          (24a) 

Let ( ),u x y  denotes an approximation to the exact solution. 

( ) ( ) ( )0
1

, , ,
n

i i
i

u x y x y a x yθ θ
=

= +∑  and ( )0 , 0x yθ = , is specified by the Dirichlet 

boundary conditions, of Equation (24a). 

( ) ( ) ( )
2 2

2 2, , , 0u uR x y x y q x y u
x y

λρ
 ∂ ∂

= + + − =    ∂ ∂ 
.          (24b) 

where ( ), 0R x y =  is the residual function.  
The Green’s theorem states that if A is a region in the xy plane bounded by a 

closed curve Γ  then we suppose:  
( ) ( ) ( ), , ,U x y F x y i G x y j= +  is a continuous vector field defined on a re-

gion A in Ω. Moreover, suppose F and G have continuous partial derivatives and 
that the boundary Γ  is a simple closed curve C with positive orientation. Then 

d d d d
A

G F x y F x G y
x y Γ

 ∂ ∂
− = + ∂ ∂ 

∫∫ ∫ .               (25) 
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We can write  
2 2

2 2 d d d d
A

u u x y F x G y
x y Γ

 ∂ ∂
+ = + ∂ ∂ 

∫∫ ∫ .                (26) 

where 

i
uF
y
θ∂

= −
∂

 and i
uG
x
θ∂

=
∂

. 

( ), d d d d .i
A

R x y x y F x G yθ
Γ

= +∫∫ ∫                (26a) 

( ) ( ) ( )
2 2

2 2, d d , , d di i
A

u uR x y x y x y q x y u x y
x y

θ λρ θ
Γ

 ∂ ∂
= + + −   ∂ ∂ 

∫∫ ∫
 

  (26b) 

d d d di
u uF x G y x y
y x

θ
Γ Τ

 ∂ ∂
+ = + 

∂ ∂ 
∫ ∫                  (27) 

Using Equations (26a), (27) in Equation (26b)  

( )

( )

, d d

, d d d d 0

i i
i

A

i i
A

u u q x y u x y
x x y y

u ux y u x y x y
y x

θ θ
θ

λ ρ θ θ
Τ

∂ ∂ ∂ ∂
− + − 

∂ ∂ ∂ ∂ 
 ∂ ∂

− + + = 
∂ ∂ 

∫∫

∫∫ ∫

 


 
 

 

Since  

d d 0i
u ux y
y x

θ
Τ

 ∂ ∂
+ = 

∂ ∂ 
∫

 
                     (28) 

We finally obtain 

( ) ( ), d d , d di i
i i

A A

u u q x y u x y x y u x y
x x y y
θ θ

θ λ ρ θ
∂ ∂ ∂ ∂

− + − = 
∂ ∂ ∂ ∂ 

∫∫ ∫∫
 

       (29) 

5. Error and Convergence of Galerkin MWR 

Let { }1,2,3,n nϕ =   be the set of normalized eigenfunctions of the Sturm- 

Liouville system. If f be a function in Hilbert space H, then 

1
lim 0

n

k kn k
f c φ

→∞ =

− =∑ .                     (30a) 

where 

( ) ( )1

0
dk kc f x r x xφ= ∫ .                    (30b) 

We consider the linear operator L with a field of definition LF , that is, Lu is 
defined for Lu F∈ . The inner product is  

( ) ( ), , dL
v

u v u Lv uLv x= = ∫ . 

The operator is symmetric if for elements , Lu v F∈
 

( ) ( ), ,u Lv v Lu= . 
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The operator is positive definite if for any function in LF , not identically ze-
ro:  

( ), 0u Lu ≥  and is positive bounded below if for any Lu F∈ ; 
( ) ( ), ,u Lu u uβ≥ , for 0β > .

 
Uniform Convergence: For any 0ε > , we can find n such that 

( ) ( )nu x u x ε− <                        (31) 

Convergence in energy requires nu u ε− <  where energy is defined as  

( ),u u Lu= . 

The corresponding error bounds are point wise error in Equation (31). A se-
quence nu , converges weakly to an element u of a space if ( ) ( ), ,nn

Lt u uφ φ
→∞

=  
holds for all φ  in the space. Sequences produced by the Galerkin method 
sometimes converge weakly to a generalized solution. 

A set of trial functions form a complete set of functions and they are complete 
in a space if any function in the space can be expanded in terms of the set of 
functions, for sufficiently large n [33]. 

1
k k

k
u c φ ε

∞

=

− <∑ .                       (32) 

Since the powers of Bernstein polynomials ( )1 n iix x −−  ( 0,1,2,3,n =  ) have 
sufficient continuity and they form an infinite sequence of functions which is 
complete. Also the convergence of the eigenvalues by Galerkin WRM method is 
measured by the relative error. 

( ).ApproxExact

k Exacte λ λ δ
λ
−

= < . 

1010δ −≤  depends upon the problems.  
We consider a two dimensional boundary value problem. 

( ) ( ) ( )
3 3

,
, 1 1

0i j i
i j ii j j

u uB x C x F x u
x x x= =

 ∂ ∂ ∂
− + + =  ∂ ∂ ∂ 
∑ ∑           (33)

 
is non-self-adjoint unless 0iC = . For convergence of the Galerkin method, we 
assume there exists a constant 0ς  such that for any point in V and real num-
bers il ,  

3 3
2

,
, 1 1

i j i j o i
i j i

B l l lζ
= =

− ≥∑ ∑ .                    (34) 

The coefficients ,i jB , and their first derivatives are continuous in Ω  and the 
coefficients C and F are continuous in Ω . We assume the problem has a unique 
solution. The proof of the theorem is illustrated in and the references therein 
[33]. Here Ω  is a finite bounded domain and SΩ = ∪Ω . 

3

0 ,
, 1

i j
i j i j

uL u B
x x=

 ∂ ∂
= −   ∂ ∂ 
∑ .                  (35) 
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where the operator 0L  is positive bounded below for the set of functions which 
vanishes on S. The convergence proofs are done in terms of the operator 0L  
and the remaining terms in the differential equation are bounded in terms of 
this operator and its inverse.  

Theorem2: Assume the problem (11) is unique for the boundary conditions 

0u =  on 1S , 0u
n
∂

=
∂

 on 2S , 0u n
n

µ∂
+ =

∂
 on 3S . 

Exploiting the Galerkin method using trial functions which are complete in 
energy of 0L , are linearly independent, and satisfy 0u =  on 1S . Then the ap-
proximate solution nu , converges in energy of 0L  to the solution. 

Let us consider the two-dimensional the following eigenvalue problem 

( ) ( ) ( )
3 3

,
, 1 1

0i j i
i j ii j j

u uB x C x F x u
x x x

λ
= =

 ∂ ∂ ∂
− + + =  ∂ ∂ ∂ 
∑ ∑ .          (36)

 
0u =  on S where ,i jB , satisfies Equation (34).  

Theorem 3: If the Galerkin method is applied to Equation (36) using a system 
of functions which is complete in energy and linearly independent, then the ap-
proximate eigenvalues converge to the true eigenvalue. This proves convergence 
of the Galerkin method in section 5 when applied to Equation (36). 

6. Numerical Experiments 

In this section we apply Galerkin MWR exploiting Bernstein polynomial only to 
the eigenvalue problems frequently encountered in science and engineering in 
one and two dimensions. For validation of our proposed technique formulated 
in section 4, we demonstrate three linear problems in one dimension and two 
linear problems in two dimensions. 

In this section we apply the current techhnique exploiting Bernstein polyno-
mial only to the eigenvalue problems frequently encountered in science and en-
gineering in one and two dimensions. For validation of our proposed technique 
formulated in section 4, we demonstrate three linear problems in one dimension 
and two linear problems in two dimensions. 

Example 1: To determine the boundaries of parametric instability regions for 
the following modified Mathieu equation using the method of accelerated con-
vergence which is described in details in [22]. 

( )
2

2

d , 0
d

u q t e u
t

λ+ − =   .                    (37)

 
λ < ∞ , ( ) ( )

( )
cos 2

,
1 cos 2

e t
q t e

e t
π

=
− π

, 1e < . 

For 1e  , Equation (37) differs from the classical Mathieu equation.  
To compute the eigenvalues depending on parameter e which determines the 

boundaries of the parametric instability [22], we need to construct periodic solu-
tions of that:  
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( ) ( )1 1 0u u− = = , ( ) ( )1 1 0u u′ ′− = = .            (37a) 

Since the function ( ),q t e  is even with respect to t, ( ) ( ), ,q t e q t e− =  in

 (the conditions of perioiodicity in (37a) are equivalent to the conditions of the 
first kind given as 

( ) ( )0 1 0u u= = ;                    (37b) 

and the second kind given as  

( ) ( )0 1 0u u′ ′= = ;                   (37c) 

here the vibration of elastic Crankshaft with concentrated load yield the follow-
ing equation with periodic co-efficient and modulation depth e illustrated in [22] 
is considered. 

( )
2

2

d 0
1 cos 2d

u u
e xx

λ
+ =

− π
, 0 1e≤ < .             (38) 

Example 2: Let us consider one dimensional Helmholtz equation [2]. 

( ) ( )

2
2

2

d
d

0 1 0

y u
x

u u

λ


=

 = =

                    (39) 

Example 3: 
We consider a plane wall, initially at a uniform temperature [32]. 

2

2

d
d

u u
x

λ− = − ,                     (40) 

Set 1: ( )0 0u = , ( )1 0u = ,               (40a) 

Set 2: ( )0 0u = , 
1

d 0
d x

u u
x =

 + = 
 

.               (40b) 

Table 2 displays the first ten eigenvalues for n = 15, exploiting Bernstein pol-
ynomials. 

Example 4: The well-known transient heat conduction [31] [32] in a square 
region with boundary and initial conditions is considered. 

( )
2 2

2 2 , ,u u u f x y t
t x y

 ∂ ∂ ∂
= + = ∂ ∂ ∂ 

, ( ){ }, : 0 1,0 1x y x yΩ = < < < < .  (41)

 
Subject to the boundary conditions  
The boundary conditions are: 

( ),1, 0u x t = , ( )1, , 0u y t = .               (41a) 

( )0, , 0u y t
x
∂

=
∂

 and ( ),0, 0u x t
y
∂

=
∂

.               (41b) 

and the initial condition is  

( ), ,0 0u x y = .               (41c) 

Homogeneous form of (41) for 0f =  is  
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2 2

2 2

u u u
t x y

 ∂ ∂ ∂
= + ∂ ∂ ∂ 

.                     (41d) 

The derivative boundary conditions will be applied integrand of the residual 
equation. Hence for executing only the Dirichlet boundary conditions in Equa-
tion (41a), we modify the polynomial basis as 

( ) ( ) ( ) ( ) ( )( ),
, , 1 1 1 1n i m kn m i k

i k

n m
B x y x x y y x y

i k
− −   

= − − × − −      
   

   (42) 

The exact solution of (42) is ( ) ( )0 ˆ, , e tu x t T u x y λ−= , where λ  refers to the 
required eigenvalue which corresponds to the eigenfunctions ( ),u x y . The an-
alytical eigenvalue ( )2 2 2

, 4m n m nλ = π + , , 1,3,5,m n =   
Example 5: The homogeneous membrane of sides 4 ft by 2 ft, fixed on all its 

four edges i.e., 0u =  on Γ  is considered [32]. We assume that the tension of 
the membrane is 112.5 lb ftT −=  (i.e. 11 22 12.5a a= = ). The exact natural fre-
quencies of the rectangular membrane are obtained by considering the full do-
main  

2 2 2

2 2 25u u u
t x y

 ∂ ∂ ∂
= + ∂ ∂ ∂ 

                     (43) 

The fact that we are keeping the edges of the membrane fixed is expressed by 
the boundary conditions 

( ) ( )0, , 4, , 0u y t u y t= =                    (43a) 

( ) ( ),0, , 2, 0u x t u x t= =                    (43b) 

and the initial conditions  

( ), ,0 0u x y =                         (43c) 

For implementing boundary conditions in Equations (43a), (43b) we modify 
the polynomial basis as 

( ) ( ) ( ) ( ) ( ) ( ),
, , 4 2 4 2n i m kn m i k

i k

n m
B x y x x y y x x y y

i k
− −   

= − − × − −      
   

  (44) 

7. Result and Discussions 

In Table 1, we computed even and odd eigen solutions for different modulation 
depth e ranges from 0.1 to 0.9. Analytical eigen-solutions using perturbation 
method are listed in [22]. Our computed relative errors for the smallest modes 
are less than 5% which shows that the present technique produced significantly 
small errors. From Table 2, the smallest eigenvalues attains the accuracy up to 
10−16 and error increases rapidly for higher eigenvalues than the lower values 
which is better than boundary method. As we increase the grid points or nodes 
from n = 15 to n = 30, the error decays fast for all the eigenvalues and consistent 
accuracy is obtained up to 10−13. 

We observed that increasing of nodes reveal the stable behaviour of all the ei-
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genvalues for n = 30. It is also observed that our present approach accomplishes 
accurate results and is compatible to the existence new boundary approach for 
one dimensional Helmholtz equation. Comparison of relative errors obtained 
for Gal. Relative errors between our proposed Galerkin MWR and FEM [32] are 
compared which are displayed in Figure 1. In Table 3(a) and Table 3(b) we 
computed seven eigen frequencies for the two sets of boundary conditions ex-
ploiting current formulation and comparison to the exact and finite element re-
sults are shown with relative errors. From these tables, we observed that the 
smallest error decreases up to 710−  which is much smaller than that of FEM 
[32]. Eigen frequencies using different degree of polynomial are displayed in 
Table 4 of example 4. We noticed that the smallest order of the accuracies for 
the largest eigenvalues are 10−2, 10−3, 10−4 respectively with 4, 8, 10, 12 Bernstein 
polynomials and the first three eigenvalues converge to the exact results for n = 
13 illustrated in Table 4. This confirms that the accuracy increases with the in-
creased degree of polynomials. Our current method produces small errors in 
percentages (%) than those attained by FEM [31].  

Plot of the relative errors between exact and approximate eigenvalues are de-
picted in Figure 2 for different values of n. Also, the relative errors obtained by 
Galerkin MWR for different degree of Bernstein polynomials are depicted in 
Figure 3. Table 5 shows that the maximum relative error for the smallest and 
the largest eigenvalues using present method are 10−6 and 10−7 respectively, 
whereas applying FEM [32], the errors obtained as 10−3, respectively. From the 
results in tabular form we conclude that the Galerkin MWR is much accurate, 
efficient and compatible with other techniques. 

 
Table 1. Comparison of eigenvalues for vibration of crankshaft of Example 1. 

 

Computed Eigenvalues 
Perturbation Method 

[22] 

Rel. Error for Computed Eigenvalues 
( )..

.

GalPert

k Pert

λ λε δ
λ
−

= <  

Odd solutions Even solutions Error odd mode Error even mode 

e n 1
cλ  2

cλ  1
sλ  2

sλ  1
cλ  2

cλ  1
sλ  2

sλ  

0  2π  24π  2π  24π  2π  24π  2π  24π  

0.1 12 10.3353264 39.34632940 9.34836591 39.34632938 2.072e-05 3.675e-06 1.188e-05 3.685e-06 

0.2 20 10.7455317 38.94414302 8.77161090 38.94414302 2.427e-04 5.786e-05 2.670e-05 5.886e-05 

0.3 20 11.1002207 38.25409317 8.13933938 38.25409321 1.002e-03 2.789e-04 1.509e-04 2.842e-04 

0.4 20 11.3993931 37.24657106 7.45155132 37.24657104 2.856e-03 8.088e-04 2.842e-04 8.274e-04 

0.5 20 11.6430489 35.88012433 6.70824674 35.88012433 6.669e-03 1.634e-03 1.079e-03 1.661e-03 

0.6 20 11.8311883 34.10145713 5.90942563 34.10145715 1.397e-02 1.397e-02 1.170e-02 2.343e-03 

0.7 20 11.9638111 31.84543005 5.05508800 31.84543017 2.721e-02 1.423e-03 3.056e-02 1.579e-03 

0.8 20 12.0409174 29.03506020 4.14523385 29.03506020 5.190e-02 8.551e-03 7.774e-02 7.738e-03 

0.9 20 12.0625071 25.58152113 3.17986316 25.58152112 1.031e-01 5.273e-02 2.105e-01 5.283e-02 
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Table 2. Comparison of relative errors obtained by Galerkin MWR with for Example 2. 

k 
Exact 

Eigenvalues 
Rel. Errors Bernst. 

n = 15 n = 30 
Rel. Errors 

[2] 

1 π 9.895 × 10−16 4.302 × 10−13 1.7 × 10−12 

2 2π 2.286 × 10−13 1.309 × 10−13 1.6 × 10−12 

3 3π 6.325 × 10−13 2.337 × 10−14 1.5 × 10−12 

4 4π 8.309 × 10−11 6.658 × 10−14 9.7 × 10−13 

5 5π 7.547 × 10−8 3.169 × 10−13 9.0 × 10−13 

6 6π 7.271 × 10−7 3.255 × 10−13 5.8 × 10−13 

7 7π 2.082 × 10−4 2.764 × 10−13 9.2 × 10−13 

8 8π 6.253 × 10−4 9.871 × 10−13 1.8 × 10−13 

9 9π 1.639 × 10−2 1.390 × 10−13 5.3 × 10−13 

10 10π 2.623 × 10−2 4.876 × 10−12 1.2  × 10−12 

 
Table 3. (a) Table of calculated eigenvalues and their relative errors computed by the current method for example 3; (b). List of 
eigenvalues with their relative errors attained by present method and FEM for Example 3. 

(a) 

k Exact eigenvalue 

Computed 
Eigenvalue 
Bernstein 

Poly. 
n = 15 

Finite 
Element 

8L 
[32] 

Finite 
Element 

4Q 
[32] 

Rel. Error 
Bernst. 

Rel. Error 
FEM 

8L 
[32] 

Rel. Error 
FEM 
4Q 
[32] 

1 9.8696 9.869604 9.9971 9.8747 4.459e-07 0.0129 5.167e-04 

2 39.4784 39.478418 41.5466 39.7754 4.459e-07 0.0524 7.531e-03 

3 88.8264 88.826440 99.4855 91.7847 4.459e-07 0.1200 3.332e-02 

4 157.9137 157.913670 192.000 160.00 1.869e-07 0.2159 1.321e-02 

5 246.7400 246.740147 328.291 308.253 4.564e-07 0.3305 2.493e-01 

6 355.3060 355.306275 507.025 514.891 1.295e-05 0.4270 4.491e-01 

7 483.6110 483.812088 686.512 794.794 6.617e-05 0.4196 6.434e-01 

(b) 

k 
Exact 

Eigenvalue 

Computed 
Eigenvalues 

Bernst. Polyn. 
n = 15 

Finite 
Element 

8L 
[32] 

Finite 
Element 

4Q 
[32] 

Rel. Error 
Bernst. Polyn. 

Rel. Error FEM 
8L 

[32] 

Rel. Error 
FEM 
4Q 
[32] 

1 4.1159 4.11586 9.9971 9.8747 1.012e-05 1.291e-02 5.167e-04 

2 24.1393 24.13934 41.5466 39.7754 1.741e-06 5.24e-02 7.531e-03 

3 63.6591 63.65912 99.4855 91.7847 1.029e-07 1.202e-01 3.332e-02 

4 122.889 122.88916 192.001 160.00 1.316e-06 2.160e-01 1.321e-02 

5 201.851 201.85127 328.291 308.253 1.286e-06 3.305e-01 2.493e-01 

6 300.550 300.55028 507.025 514.891 9.316e-07 4.270e-01 4.491e-01 

7 418.987 419.00879 686.512 794.794 5.199e-05 4.201e-01 6.434e-01 
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Table 4. List of eigenvalues with their relative errors attained by present method and FEM for Example 4. 

Eigen val. 
index 

Exact Eigenvalues 
[31] 

Rel. Error Bernstein 
Polynomial, 4 

Rel. Error Bernstein 
Polynomial, 8 

Rel. Error Bernstein 
Polynomial, 10 

Rel. Error Bernstein 
Polynomial, 12 

1 4.934802200544679 8.6149e-09 1.0e-00 1.00 e-00 1.0e-00 

2 24.674011002723397 2.9352e-04 1.505e-014 2.519e-014 1.0e-00 

3 44.413219804902113 3.2613e-04 1.672e-010 2.819e-014 1.0e-00 

4 64.152428607080822 2.9352e-04 9.438e-07 1.342e-09 9.075e-013 

5 83.89163740925955 1.6132e-02 7.218e-07 1.026e-09 6.938e-013 

6 123.3700550136170 … 9.816e-07 1.396e-09 9.435e-013 

7 143.1092638157957 … 1.573e-04 1.006e-06 2.897e-09 

8 182.5876814201531 … 1.236e-04 7.893e-07 2.271e-09 

9 202.3268902223318 … 5.387e-03 1.192e-05 1.096e-06 

10 222.0660990245106 … 4.908e-03 1.193e-04 9.864e-07 

11 261.5445166288680 … 4.160e-03 9.229e-05 9.749e-06 

12 301.0229342332254 …. 4.890e-02 1.96e-03 5.279e-04 

 
Table 5. Comparison of natural frequencies and relative errors using Gal. WRM with FEM for Example 5. 

k 
Analytical 

kλ  [32] 
Computed Eigenvalue ( ).Gal

kλ  

Bernstein Polynomial 

Finite Element 
( ).Gal
kλ  8 × 8 [32] 

Rel. Error 
Bernstein Polynomial 

Rel. Error 
8 × 8 [32] 

  n = 8 n = 10 
Triangular 

Linear 
Rectangular 

Linear 
n = 8 n = 10 

Triangular 
Linear 

Rectangular 
Linear 

1 3.9270 3.926991 3.926991 4.0025 3.9522 2.292e-06 2.339e-06 1.921e-02 6.417e-03 

2 4.9673 4.967296 4.967294 5.2068 5.0478 8.053e-07 1.181e-06 4.822e-02 1.621e-02 

3 6.3321 6.332157 6.332083 6.8788 6.6020 9.002e-06 2.737e-06 8.634e-02 4.262e-02 

4 7.2410 7.241018 7.241013 7.5271 7.4200 2.486e-06 1.834e-06 3.951e-02 2.472e-02 

5 7.8540 7.853987 7.853982 8.4565 8.0571 1.655e-06 2.338e-06 7.671e-02 2.587e-02 

6 7.8540 7.895219 7.853989 8.8856 8.5145 5.248e-03 1.457e-06 1.313e-01 8.410e-02 

7 8.7810 8.781076 8.781019 9.9280 9.1117 8.655e-06 2.117e-06 1.316e-01 3.765e-02 

8 9.4574 9.583454 9.462444 11.1193 10.5797 1.331e-02 5.334e-04 1.757e-01 1.187e-01 

9 9.9346 9.967225 9.934594 11.4425 10.7280 3.284e-03 6.303e-07 1.518e-01 7.986e-02 

 

 
Figure 1. Comparison of relative errors obtained for Gal. MWR and FEM. 
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Figure 2. comparison of eigenvalues using GAL MWR and exact result. 

 

 

Figure 3. Relative errors attained by GAL MWR for increasing polynomial. 

8. Conclusions 

For the vibration of crankshaft computed results utilizing Galerkin MWR are 
very close to the analytical results [22] and error increased as the modulation 
depth closer to one. In the case of 1-D heat equation for the plane wall [32] and 
2-D heat equation [31], the smallest errors by present method attains superior 
accuracy than finite element methods using linear and quadrilateral elements 
worked out in those studies. Eigenvalues achieved from 1D Helmholtz equation 
for smaller eigenvalues converge faster as the degree of Bernstein polynomials 
increases and attains many accurate results. For homogeneous rectangular 
membrane, relative errors in the present method are smaller than that of finite 
element method [32]. This proves that our present method is much more effi-
cient than various numerical methods available in the literature and well suited 
which has much applicability in physical and engineering models. 
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